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Desynchronization and synchronization processes in a randomly coupled ensemble of neurons

Vladimir E. Bondarenkband Teresa Ree Chay
Linstitute of Biochemical Physics, Russian Academy of Sciences, Kosygin Street 4, Moscow 117334, Russia
2Department of Biological Sciences, University of Pittsburgh, Pittsburgh, Pennsylvania 15260
(Received 11 June 1998

Experimental investigations of the brain shows that synchronization processes play an important role in
brain functioning. To simulate this phenomenon we connect 100 model neurons randomly and study the
influence of three types of connectiofexcitatory, inhibitory, and mixed excitatory and inhibitory connec-
tions) on the neural network activity. It is found that the neural network model produces a variety of rhythms
(from about 2.1 Hz to 180 Hz The type of activity depends on an injected current, connection strength, and
degree of excitability[S1063-651X98)10611-9

PACS numbd(s): 87.10+e, 05.45+b

Systems of coupled oscillators have attracted a great deal This paper is an extension of Rg8] with a more realistic
of attention for the past two decades because they appear freural network with Chay’s neurofi$l]. We show that this
many physical, chemical, and biological systefsse, for model can produce a variety of rhythms, from slow oscilla-
example, [1] and references thergin Specifically, the tions(about 2.1 Hxto very high frequencie@ip to 180 Hz,
achievements in this branch of cross-disciplinary science cafnd chaos. The type of activity depends on the value of in-
be applied to the field of neuroscience. jected current, connectivity strength, and degree of excitabil-

Experimental investigation of the brain shows that a vari-ty Of the neural network model. This neural network exhib-
ety of rhythms can be generated by neural ensembles. F§§ POth synchronous and asynchronous activity at the
example, spindle oscillation&—14 H2 and slow oscilla- different time scales: the bursting .scale.and. sp|k|ng_ scale.
tions (0.5—4 Ha are found in the thalamic nuclelig]. Fast The neural network under consideration is described by

spontaneous oscillatiof20-50 Hz are also present in neo-

cortical and thalamic neurons during wake and sleep states dv;

[3]. Jahnsen and Llired4] showed that thalamic neurons can mdt

produce oscillations in the broad range of frequencies from

10 Hz to 350 Hz, depending on the value of injected current.
Traditionally it is believed that the closer the neurons are

=gm2h..(V,— V) + gk v (V= V)

e e (Ve VoV V)
1

in the brain, the more synchronous their activity becomes. N

n th ntrary, recent experiments show th nchroniza- .y
Q tecotayj ecete'pe ents show that synchroniza +|app+.7z 3y, )
tion of neurons in the brain occurs even though they are far j=1j#i

from each othef5,6]. This finding requires a revision of the
view of the brain and the consideration of the brain as a
strongly nonlinear dynamical system, with the network prop-
erties being of primary importance.

One more brain property, which can be explained from at dcC /dt=pm§hw(v, -V;)—kcCi, 3
least two points of view, is the mechanism of the generation

of the rhythms. First, the frequency of the brain’s rhythm Ca,r\NhereCm is the membrane capacitanaé; is the membrane
be determined by the endogenous frequency of the Spec'fk?otential of theith neuron {=1,2,... N); N is the number

neuron in the definite brain ar¢d]. Another explanation is s neurons.V,, Vi, andV, are the reversal potentials for
that the frequency of the brain’s rhythm is determined by the:mixeq” Na *-C&*, K*, and leakage ions, respectively;
neuron ensemble as a whole systeh is the concentration of intracellular €aions divided by its

Previous work[9] was devoted to the study of global issociation constant from the receptor: and
synchronization in an ensemble of Hindmarsh-Rose model’ POF: Gkv: Ok

neurong 10]. It was found that chaos generated by this largedL aré the maximal conductances;. andh.. are the prob-
neural network can be correlated over large spatial scaleé.b'!'t'es of act|vat.|c')n and macpvauon of the mixed ghannel;
The Hindmarsh-Rose model is based on three differentidli iS the probability of opening the voltage-sensitive” K
equations that have little basis in physiology other than théhanneln., is the steady state value of; 7, is the relax-
model giving rise to bursting that resembles neuronal burstation time;kc is the rate constant for the efflux of intracel-
ing. The bursting generated by the neurons in the brain, howular c&" ions; p is a factor that converts electrical gradient
ever, is due to the movement of ions via the ion channels if0 chemical gradient while taking care of the surface to the
the plasma membrane. How the ion channel activity can afvolume ratio; and ., is the injected current. The coupling
fect the endogenous rhythm and synchronization is of intereoefficientsa;; =ca;; /N are chosen from a uniform random
est in brain research. number generator in the interat- ¢/N,c/N], wherec mea-

dn,/dt=(n,—n;)/7,, 2
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sures the synaptic strength. The steady state probability func- 500 T 1 ]
tionsm,,, h.,, andn,, and the relaxation time, are defined C 1
by the expressiongl1] g 400 __ _:
y=ay/(ay+By), E ; E
& 300 - —
wherey stands fom,,, h.,, andn,,, and = r ]
k= C \ ]
a;,=0.1(25.0+ V)/[1—exp — 0.V —2.5)], @ e200fF 3
3, r ]
Bm=4.0 exp— (V+50.0/18.0], g C ]
< 100 - .
ap=0.07 exp—0.05V—2.5), a C ]
0 1
Br=1[1+exp0.1V—2.0)], -2 0 2
Input current 1, (uA/cm?)
a,=0.01(20.0+ V)/[1—exp(—0.1V—2.0)], @)
a
Bn:0,125 eX@_(V+30.0)/80_O]’ g 0 :I LI I T T 1T | T TT I LI I T 1T I:
g —R0f T
Z. =80 B
The ith neuron is connected “synaptically” to thgh E —20 | E
neuron only when th¢th neuron is “active”[9]. The activ- ~ 40 HJ\_JMUM_M;
ity of jth neuron is denoted by the binary Heaviside function > 60 EEEES SNEEE FETRT H
S;(t), with the threshold potential;,= —30 mV. When the E _20 E 3
jth neuron is active \(;>Vy,), S(t)=1; otherwise,S;(t) ~ _40 j‘ H ” A n H ‘ A H A l A E
=0. 2260 pHH
Specifically, we investigated the bifurcation structure of = ook ! ! ! ! 3
an isolated neural cell as a function of the injected current £ 40
Iapp [Flg 1(a)] Whenlapp<_2'4olu’Alcm2 the cell is qUi_ B —B0 CLLi [N I I N
escent. Above this point, we have periodic bursting with two 500 600 700 800 900 1000
spikes per burst and burst frequené&y,) from 2.1 to 3.4 Hz. Time (ms)
Whenl ,,,> —2.08 wAlcm?, we have periodic bursting with (b)

three spikes per burst arig,=2.8—7.1 Hz. Ifl 5, is above _ - _ Lo

—0.69 ,u,Alcmz we have four spikes per burst and burst fre- FIG. 1. (a) Bifurcation diagram for the interspike interval vs the

quency ofF =,5 5-7.9 Hz. This frequency belongs to the injected current 5, for an isolated neural cellb) Time series of

upper 6 anbd s.pindl.e reéions(? 14 H2. When | action potentiaV, for increasing values df,,, (from top to bottom
- : app

. . . l.,,=0.0, 0.08, 0.5, and 3,0A/cm? respectively. The values
= — 2 _ app
0.04-0.12.A/cm"we have chaotic bursting. A further in of the parameters used in this figure and the subsequent figures

crease oflagp fro_m Q.12 t_o 0.36uAlcm? gives periodic are C,,= 1 uFlcn?, V,=100 mV, V= —75 mV, V, = —40 mV,
bursting again, with five spikes per burst and frequencies 0f—_72 0mS/ch ar u—68.0 mS/CR O ~—0.48 mS/crh
Fo=6.7-7.3Hz. Then, afl,,,=0.36-0.49uA/cm?, we = ‘<> MM Gey=0o8H MSICM Gk =04 MM,

b = e T Prapp o T~ 9,.=0.28 mS/cr p=0.0108M/(mV ms) and k
have chaotic bursting, which leads to an inverse penodw‘.iLo 061 94 mglv ' ' c
doubling scenario. So, &t,,=0.5 wAlcm?, the total length ' '

of four different interspike periods is equal to 107 ms, which . ) o .
corresponds to the frequency 9.3 Hz. When,, vidual neurons without connectiond hese initial conditions

—0.53—0.63uAlcm?, we have two-spike periods, with a to- ¢@n be considered as the external stimulus for the neural

tal length of 51-54 ms, which corresponds to the frequencie§nsemble. _
18.5-19.6 Hz. Abové,,,=0.63 uAlcn?, the isolated cell At 1,,,=0.08 uAlcm? and a;;=0.0 for all i and j
model produces continuous spiking activities, with the spike(c=0.0), we have chaotic synchronous burstiR@. 2, sec-
frequencies from 40 to 101 Hz. Time series of the actiorond tracg. In this case we have independent neurons without
potential for different parts of the bifurcation diagram in Fig. connections with identical initial conditions. At=3.0 and
1(a) are shown in Fig. (b). 0<a;<1 wAlcm? (only excitatory connectionsthe neural
We also investigated the bifurcation structure and two-network produces regular bursting with four to six spikes and
dimensional2D) plots of the neurons’ activity for the neural F,=6.5—7.1 Hz.[In neurons there arg-aminobutyric acid
network as a function of the type of neuron connectivity: (GABA) secreting inhibitory cells and-amino-3-hydroxy-
excitatory, inhibitory, and mixed excitatory and inhibitory 5-methyl-4-isoxazdepropionic acidAMPA) secreting exci-
connections. In the latter case we used approximately equétory cells. GABA can “excite” CI' or K currents, which
numbers of excitatory and inhibitory connections. One hun-are outward currents. AMPA, on the other hand, excites a
dred cells are chosen for our study£ 100). In all simula- Na" current, which is an inward current. We have conceptu-
tions we used identical initial conditions for all neurons andally modeled this synaptic effect by introducing positive or
| app=0.08 wAlcm? (the case of chaotic bursting of the indi- negative coupling constan{siVe observe weak desynchro-
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FIG. 2. Two-dimensional plots of the neural network activity with purely inhibitory or purely excitatory connections for different values
of strengthc. The neuron number is shown on theaxis. The right column shows the details of the corresponding traces of the left column.

nization of bursts within 20 ms and spiking frequencies of
45-127 Hz(Fig. 2, third trace Within the burst, chaotic
wavelike spiking activity is also found. An increase ®to

10.0 (fourth trace in Fig. 2 gives a decrease of bursting
frequency toF,=5.1 Hz, an increase of the number of
spikes per burst to 8—9, and an average spiking frequency up
to F;=180 Hz. Wavelike spiking activity within the burst
becomes more synchronous. A further increase wf 100.0
(bottom trace in Fig. Pleads to chaotic spiking activity with-
out bursts, with interspike intervals in the range 18.9-29.4
ms (53—34 Hz. The remarkable property of this regime is
that almost all neurons are strongly synchronizddsyn-
chronization is less than 0.25 m§hus we see that the in-
crease of connectivity strength and the degree of excitability
of the neural networkdue to the increase of the average
value of excitatory connectiopgead to the synchronization

of neuron outputs on the level of bursts and spikes. When we
used only inhibitory connections in the networkcat —3.0
and 0<q;;<1 wAlcm? (upper trace in Fig. 2 we observe
another type of activitychaotic asynchronous bursting or
wavelike bursting activity The transition time from the ini-
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FIG. 3. Bifurcation diagram fofa) and (c) interspike intervals

tial state to this activity is about 200 ms. It corresponds to theaind(b) and(d) calcium concentration vs the connectivity strength
reaction time of the neural network to the external stimulusfor the first neuron in the network &= 100 neurons. We hav@)
Note that a further increase of inhibitory connectivity resultsand(b) only excitatory connections Ei >0 for alli andj and only
in only a decrease of the reaction time to about 30 ms at inhibitory connections an<0 and(c) and (d) mixed excitatory
—100.0, but does not influence qualitatively the 2D pic-and inhibitory connections-1 uA/cm?<a; <1 uAlecm? for all i
ture of the neurons’ activity. Thus the inhibitory connectionsandj.
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are responsible for desynchronization of neural network ac- We also investigated a bifurcation structure of the neural
tivity. network model for mixed excitatory and inhibitory connec-
To understand the cause of this different behavior of thaions, with approximately equal numbers of excitatory and
neural network for the cases of purely excitatory or purelyinhibitory connections. Bifurcation diagrams for interspike
inhibitory connections on the cell level, we study bifurcationjntervals and calcium concentrations are shown in Fi¢s. 3
diagrams for interspike interval&ig. 3(@] and calcium con-  and 3d), respectively. We see that both figures demonstrate
centration[Fig. 3(b)] as functions of connectivity strength. the weak dependence on the connectivity strength. This situ-
We see tha_t the diagrams have quaIitatiV(_eI_y different behavstion, supports the point of view that both excitatory and
ior, depending on the strength For the positive values @, innhibitory connections are necessary for the stability of neu-
we observe the appearance of both low-frequency and highs henyork functioningsee alsqd12,13). Balanced excita-
frequency components in neural network activity. This shifttory and inhibitory connections aIIo,w us to avoid large cal-

of the bursting frequency from the lowerto thge regonis cfum fluxes from one cell to another, which are necessary for
a pure consequence of the network properties of the neur . . :
e production of different functional states.

network. The appearance of a high-frequency component al-

lows better syr?c?hronization and(‘,J as ;cons){aquenrée, an in- '!'hus we show that our neural 'net\./vork model produces a
crease of the average activity amplitude. This property of thé/a"iety of rhythms, from slow oscillationgbout 2.1 Hz to
highly excitable neural ensemble can be considered as tH&'Y high frequencietup to 180 Hz, and chaos. The type of
basis of the appearance of epilepsy. Epileptic activity hadctivity depends on the value of th_e |n_J_ected current, connec-
similar features: an increase of amplitude, an increase of sydlvity strength, and degree of excitability of the neural net-
chronization, a decrease of chaos, and the appearance of loWork model. All these rhythms have been found experimen-
frequency components. The analysis of the bifurcation diatally in the brain. Our simulations also demonstrate that the
gram for calcium concentration shows the existence of #&Xcitatory synapses tend to synchronize the neural network
stable lower boundary and quantizationGfThe increase of ~activity on the levels of bursts and spikes. An increase of the
connectivity strength yields an increase in the number oheural network excitability can lead to a phenomenon that is
spikes per burst and in intracellular calcium concentrationsimilar to epilepsy. Inhibitory synapses support desynchroni-
When we have only inhibitory connectiofise., c<0,), we  zation of bursting and tend to inhibit overloading and large-
observe a relatively stable bifurcation picture for interspikeamplitude oscillations in the neural ensemble.

intervals[Fig. 3(@]. The behavior of calcium concentration

[Fig. 3(b)] is also different from that in the case of purely ~ The authors would like to acknowledge the support of this
excitatory connectiongi.e., c>0). For purely inhibitory research by the NSF under Grant No. MCB-9411244 and the
connections, the calcium concentration decreases jth  Pittsburgh Supercomputing Center through the NIH Division
Perhaps this plays a compensatory role for the increase af Research Resources under Cooperative Agreement No.
|c|, supporting stable neural network activity. U41 RR0415.
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